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Introduction 

The federal government invests substantial resources in state and local programs to address 

poverty and child well-being. Many of these grants include training or technical assistance 

(T/TA) components to increase the ability and capacity of organizations and communities to 

improve the circumstances of children, families, and communities.  

Program T/TA is assistance designed to transfer knowledge, skills, or other capacities that will 

help recipients identify and address solutions to challenges they face. T/TA could be narrowly 

focused on solving immediate identifiable challenges or more broadly focused on increasing 

resources such as skills or relationships that are available to face future challenges. T/TA 

provided to human services programs typically comes in many forms, which vary in intensity 

and the level of engagement between the provider and recipient.1 T/TA providers may develop 

briefs and other products designed for passive consumption or they may actively engage with 

T/TA recipients, either in person or through virtual means. Providers may either target groups 

with similar interests or tailor their services to the specific needs of individuals. While many 

T/TA programs focus on transferring knowledge from the T/TA provider to the recipients, other 

models focus on facilitating the transfer of skills and knowledge between peer groups with 

similar challenges. 

T/TA has the potential to improve programs and services, if providers appropriately design and 

deliver it and it matches the recipient’s readiness for T/TA. In particular, effective T/TA must: 

(1) Target skill or knowledge gaps that affect the desired outcome; 

(2) Be delivered to programs or organizations with a culture supporting knowledge transfer 

(though T/TA can also address organizational culture);  

(3) Be delivered to an audience within the organization that can use the knowledge to 

achieve the desired goals; and  

(4) Be of sufficient quantity (“dose”) and quality to enact longstanding change2. 

                                                                                                                                                                                                                                                                                                             

1
 For a detailed discussion of the design choices that vary across T/TA offerings see Baumgartner, Cohen, & 

Meckstroth (2018). 
2
 Mitchell, Florin, & Stevenson (2002) provide an in-depth review of the necessary characteristics of effective 

T/TA. 

https://aspe.hhs.gov/measuring-tta-effectiveness
https://aspe.hhs.gov/measuring-tta-effectiveness
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Tracking T/TA activities and linking them to learners’ outcomes and program performance can 

support several interrelated objectives. T/TA providers can use that information to improve the 

quality of T/TA. From a program management perspective, organizations charged with 

overseeing T/TA can better understand their activities and the effect these activities are having 

on recipients and the organizations they work for. From an accountability perspective, agencies 

devoting resources to T/TA can assess what the resources expended on T/TA are producing. 

Individual T/TA providers can also use information about T/TA delivery and outcomes to 

improve the effectiveness of their offerings.  

During the design and implementation of T/TA, measurement can help individuals who evaluate, 

design, oversee, or fund T/TA identify and address problems with planned T/TA delivery. For 

example, materials can be pilot tested and revised based on feedback and surveys collected 

during or after training sessions. This would allow T/TA providers to adjust the content, 

delivery mechanisms, quality, or dosage of the training to better meet recipients’ needs. 

Evaluations of completed T/TA efforts can be used to iteratively improve individual efforts or 

inform future T/TA offerings.  

There are advantages to using a set of shared measures to achieve all of these purposes. Shared 

measures allow the cost of measure testing to be shared by multiple programs. Shared measures 

can also provide a benchmark that can contextualize the scores of any individual effort. If 

common measures are used to assess different T/TA offerings, funders of T/TA (including HHS) 

can have a better understanding of the overall effectiveness of their T/TA efforts. In addition, for 

evaluation purposes, responses can be pooled into a single, large sample across multiple T/TA 

efforts to evaluate more general questions such as the effectiveness of particular modes of 

delivery, or the impact of T/TA services on otherwise rare subgroups. Despite these advantages, 

shared measures will not always be appropriate, particularly if the measures are not aligned with 

the expected outcomes of a T/TA effort.  

To better understand the available options for measuring T/TA delivery, the Office of the 

Assistant Secretary for Planning and Evaluation in the U.S. Department of Health and Human 

Services commissioned Mathematica Policy Research to (1) conduct a scan of the academic and 

gray literature on T/TA measurement and (2) describe typical and best practice methods for 

measuring program T/TA. Based on this scan, we provide a summary of the design choices that 

are important when developing a T/TA measurement strategy and present examples of these 

practices. 

Framework for Measuring T/TA 

When measuring the performance of a program or intervention, the standard approach is to 

develop a logic model.3 A logic model provides the theory of how the program will achieve the 

desired outcome by linking the inputs and activities of a program to its outputs and outcomes. 

Likewise, a logic model can also govern T/TA delivery by specifying how technical assistance is 

expected to affect staff behavior, and in turn how this will affect organizational or customer 

outcomes. Measuring each link in the T/TA logic model can provide a sense of the overall 
                                                                                                                                                                                                                                                                                                             

3
 See Hatry (2006) and W. K. Kellogg Foundation (2004). 



 

 

  3 

performance of the program. The pathway by which T/TA achieves its goals involves several 

steps and several sets of stakeholders. Although these steps overlap, they are approximately 

linear. We refer to them as “stages” for convenience. 

 The providers of the T/TA must develop a sufficient amount of high quality training content 

(an input) and deliver this content effectively (an activity) to learners.  

 Learners (an input) must engage with materials and retain the information they learn (an 

activity). 

 Finally, learners must transfer their skills to their jobs, and organizational outputs and 

outcomes must improve (an outcome).  

Each of these stages of T/TA delivery provides an opportunity to evaluate the effectiveness of 

T/TA as a part of formative or summative evaluation. In practice, earlier stages are of greater 

interest for formative evaluations because they can be collected quickly; whereas, later stages are 

of greater interest for summative evaluations because they more accurately capture intended 

outcomes.   

1. Measuring Content Development and Delivery of T/TA 

It is important to measure the content that T/TA providers deliver. Both the quality and 

quantity of content should be measured. How material is delivered can be evaluated against 

established best practices in adult learning.4 If the knowledge, skills, or capacities to be conveyed 

through T/TA are well defined and specified, the content can be checked against the learning 

objectives to ensure that all necessary topics are addressed. The quality of materials can be 

measured against an objective standard. For example, experts can review (and potentially score) 

training materials or trainer notes to determine which content reflects best practices. T/TA is not 

always delivered to learners as designed, so evaluators may also wish to measure the fidelity of 

the training and coaching sessions.5 

The quantity of T/TA provided can also be measured and used to evaluate the productivity of 

T/TA providers. Quantity measures focus on the volume of materials produced, such as the 

number or length of webinars or documents, or the frequency and intensity of coaching sessions. 

Quantity measures are appealing because they are easily available, quantitative (by definition) 

and objective. Quantity measures can be useful when it is important to measure the visibility of 

T/TA providers or the potential for their clients to access information. Quantity measures are 

related to training outcomes in that T/TA content must exist in order to be used. However, they 

should not be used as a substitute for measures of quality or effectiveness. More isn’t always 

better, especially if the content that is produced is not wanted or does not change staff knowledge 

and behavior or organizational performance.  

In systems that use networks of T/TA providers to address complex problems, content delivery is 

often dependent upon the ability of T/TA providers with different areas of expertise to provide 

                                                                                                                                                                                                                                                                                                             

4
 For an overview, see Merriam & Bierema (2013). 

5
 Carroll et al. (2007), Durlak, (2013). 
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integrated services, avoid duplication of services, share expertise internally, or refer those 

seeking T/TA to the correct provider. The effectiveness of these systems can be evaluated by 

examining the extent to which individual T/TA providers coordinate with one another to 

deliver services. The degree of coordination between providers can be measured subjectively by 

surveying providers about their interactions with each other or through network analysis of the 

communication traffic between providers or the flow of trainees between T/TA offerings. 

2. Measuring Recipient Use of T/TA 

T/TA materials that are not used cannot have an impact. In other words, only people who 

participate in T/TA can use the knowledge to improve outcomes. Usage statistics measure the 

number of times that T/TA resources are accessed and can provide an estimate of the 

maximum potential impact of T/TA. Examples of usage statistics include the number of people 

who attend a webinar, the number of times a resource is viewed or downloaded, or the number of 

unique users who viewed or downloaded a resource. Usage statistics that measure engagement 

with T/TA providers or facilitators are easy to collect and do not impose a burden on T/TA 

recipients. T/TA activities that are intended to foster interaction (such as peer-to-peer sharing of 

best-practices) can be evaluated according to whether they increase peer interactions, either 

through surveying recipients or through measures of their behavior (such as communication logs 

on a discussion board). These data collection measures can be used to count individuals’ peer-

interactions or to model changes in the connectedness of recipients to each other through a 

network analysis of peer interaction. Like other quantity measures, a major limitation of usage 

statistics is that they do not measure whether recipients actually learn anything from the 

T/TA experience. In some cases, such as coaching, frequent usage could even indicate that 

learners are using the sessions to support specific tasks without improving their knowledge.   

Measurement is only informative when compared to some standard. Content measures have 

plausible standards (such as meeting all key benchmarks). For usage statistics, it can be 

particularly difficult to establish appropriate standards of comparison because different 

forms of T/TA are directed to audiences of different sizes. Usage statistics can be informative if 

audience sizes are the same or if the statistics adjust for differences in size. For example, use of 

the same T/TA initiative or use of different offerings targeted to the same audience over time can 

provide useful insight. Comparisons between offerings targeted at different audiences should be 

done with great caution, especially when the potential audience sizes are usually unknown.  

3. Measuring Recipient Response to T/TA 

Participant satisfaction with T/TA provides one indication of its quality. Responses assess T/TA 

recipients’ attitudes or feelings following a training experience. They are by far the most 

common measure of learning outcomes, perhaps because they are easy to collect.6 Although 

initially defined as an affective response to a training experience, later researchers developed 

more expansive and detailed definitions of responses. For instance, enjoyment of training, the 

perceived usefulness of training, and the perceived difficulty of training are all conceptually 

                                                                                                                                                                                                                                                                                                             

6
 Antle, Barbee, & van Zyl, (2008); American Society for Training & Development (ASTD, 2003). 
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distinct.7 Evaluators could also be interested in attitudinal changes beyond evaluations of the 

T/TA experience itself. For example, training can influence both motivation—believing the 

change is important—and self-efficacy—believing that change is possible—, both of which are 

related to favorable training results.8 Evaluators typically measure responses through surveys, 

focus groups, and cognitive interviews; sometimes they infer responses from analysis of user 

engagement.  

4. Measuring Recipient Learning from T/TA  

Evaluators can measure changes within T/TA recipients that they believe to be necessary 

preconditions of organizational improvement and recipient readiness for other types of T/TA.9 

Learning consists of objective evaluations of T/TA recipients’ performance. Learning outcomes 

include increased knowledge or skills. Measures of skill and knowledge are only modestly 

related to each other, so measurements of one are a poor indicator of the other. This distinction is 

important because as discussed in Section C., skill measures are predictive of results of skill 

transfer and organizational change but knowledge measures are not. Learning is typically 

measured through structured tests of T/TA recipient skills or knowledge.  

5. Measuring Results of T/TA  

There are several different ways to measure the results of T/TA. Which approach(es) are 

appropriate will depend on the specific initiative goals and activities, as well as available data 

sources.  

Transfer consists of skills or knowledge transferred to T/TA recipients’ job performance. 

Measures of transfer are conceptually distinct from learning measures such as skill acquisition 

because they concern behavior change in the intended context and outside of an explicit 

evaluation. Transfer can be measured through surveys of T/TA recipients and peers, and third-

party observation of job performance. Measures of transfer must be customized to align not 

only with the contents of T/TA materials but also with learners’ particular roles and 

responsibilities.  

Organizational outcomes include changes in performance of overall measures of success for the 

organization that T/TA is intended to achieve. Training consultants and researchers typically 

recommend that T/TA providers design offerings with clear outcomes that support the logic 

model of a particular service or program. Measures of results follow from this outcome. Ideally, 

                                                                                                                                                                                                                                                                                                             

7
 Warr & Bunce (1995). 

8
 Colquitt, LePine, & Noe (2000). 

9
 The Kirkpatrick (1975, 1996) training evaluation model is one of the oldest and most widely used training 

taxonomies. As an indication of its influence, Google Scholar reports that researchers have cited the book 

describing this method over 10,000 times. The taxonomy of learning outcomes that it describes is widely accepted 

and is a useful starting point for describing T/TA intervention outcomes. It identifies three categories of learning 

outcomes: reactions (responses), learning, and transfer. We categorize these three separately and include transfer 

as one way to measure T/TA results. 
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organization-level outcomes are operationalized as measureable changes in performance metrics, 

such as the speed, amount, cost, or quality of an output, or in better outcomes for its client base.  

These organizational outcomes are distinct from transfer as a way to measure results because, if 

the skills that T/TA providers address are not sufficient to achieve an organization’s goals, 

workers’ performance can change without affecting the organization’s results. There are many 

reasons that skill transfer can be insufficient to change organizational outcomes. To provide a 

few examples:  

 Transferred skills may be dependent upon other skills in order to cause change. For example, 

improving decisions about who should receive services requires that staff are aware of how 

to connect clients to the services they need.  

 T/TA might not transfer skills to everyone necessary to cause change. For example, the work 

of staff members who follow best practices may be inadvertently undermined by other staff 

following a business as usual approach  

 Transferred skills may have positive impacts, but not on the outcomes measured. For 

example, improving staff performance may improve the efficiency of outcomes or reduce the 

need for supervisor involvement, without changing the ultimate quality of service delivery.  

 Resource limitations may constrain organizational performance despite improvements in a 

particular skill or practice. For example, improving decisions might not improve 

organizational performance if there are few resources to deliver a service that most clients 

need.  

In all of these cases, the implication is that the logic model that specified how T/TA will impact 

organizational results is incorrectly specified or incomplete in some way.  

Return on Investment (ROI) measures the results in light of the cost of T/TA. A positive ROI 

means that the organization is earning (or saving) more than it spent on the T/TA, while a 

negative ROI means that the organization is earning less than it spent on the T/TA. Evaluating 

ROI requires identifying tangible and intangible program benefits and converting them to a 

monetary value, calculating the cost of T/TA, and comparing the net benefits to the costs.10 

Evaluating ROI can be a useful exercise for several reasons: it discourages a focus on only the 

costs or benefits of T/TA, allows different inputs and outputs to be compared using a common 

metric and can help with decisions about how to allocate limited resources.  

The calculation of ROI can be as simple as evaluating the cost of training and the resulting 

improvements in productivity. More elaborate ROI models can attempt to capture intangible, 

future, or second-order costs and benefits. For example, training could also improve staff 

retention. In turn, retaining staff could lead to savings on future hiring and training costs. 

Retaining staff also leads to a more experienced workforce, though the benefits of experience 

may be difficult to quantify. At the same time, retaining staff longer may also increase labor 

                                                                                                                                                                                                                                                                                                             

10
 For an overview of ROI measures see P. Phillips & J. Phillips (2004) and J. Phillips & P. Phillips (2008). 
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costs. In some cases, estimates of ROI require assumptions about the costs of these hard to 

quantify outcomes.  

An important consideration for calculating ROI is determining whose costs and benefits 

should be included in the equation. What counts as a cost or benefit could differ for different 

stakeholders. For example, T/TA recipients could be narrowly interested in the costs and benefits 

to their organization or clients. In contrast, some T/TA providers or federal agencies may take a 

more holistic view. Depending on the measurement objective, different analyses could plausibly 

include costs or savings realized by clients, partners, regulatory agencies, or society as a whole.  

Choosing What to Measure 

Stages to Measure  

T/TA outcomes should be measured to evaluate the effectiveness of the T/TA services provided. 

However, evaluators must consider specific measurement goals and available resources. 

Measures are useful if they directly measure important outcomes, or if they measure 

processes that are antecedent to important outcomes. Performance at each stage of T/TA 

delivery may be of direct interest to evaluators. The availability of T/TA materials is a 

component of capacity building and thus an important outcome.11 Responses to training material 

may be related to whether people enroll in, complete, or recommend training to others.  

Evaluators sometimes measure early stage outcomes when the questions of interest focus on 

later stage outcomes, because they are faster, cheaper, and easier to measure, and can lead to 

course corrections. Measuring response, learning, and results together can provide 

diagnostic information about why T/TA is not performing as expected. For example, skills that 

are successfully learned but do not result in transferred application on the job may suggest 

confusion about when to properly apply learned skills or that there are barriers in job roles or 

workplace culture that prevent behavior change. Skills that are transferred but do not impact an 

organization’s outcomes could suggest that assumptions about the causes of a challenge need to 

be reassessed.  

Inferences about later stage outcomes based on early stage outcomes should be made with 

caution because the correlation between different outcomes is moderate at best.12 For example, 

two meta-analyses have indicated: 

 Declarative knowledge (such as scores on test questions) and measures of training utility 

are less strongly related to skills transfer than might be expected (r = 0.2);  
                                                                                                                                                                                                                                                                                                             

11
 Children’s Bureau (2015). 

12
 A correlation expresses the association between two variables on a scale ranging from -1.0 to +1.0. A correlation 

of -1.0 or 1.0 means that the two variables are perfectly negatively or positively associated with each other. By 

convention, an effect size is considered small if the value of r is 0.1, moderate if r is 0.3, and large if r is 0.5. To 

provide some context for these values, for US adults, the association between weight and height is r = .44 and  the 

association between gender and height is r = .67 (see U.S. Department of Health and Human Services National 

Center for Health Statistics (1996) as cited by Meyer et al. (2001)). 
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 While enjoyment of T/TA is one of the more common measures currently used in many 

contexts, it is virtually unrelated to skill transfer (r = .03).13 

It is difficult to predict whether the impact of T/TA will be smaller (or larger) than its ultimate 

impact on skill performance. Demonstrated skill acquisition in a testing context correlates 

between r = 0.2 and r = 0.6 with skill performance in an employment context. Imperfect 

correlations suggest that knowledge measures over or under-estimate the degree of skill-transfer 

that results from T/TA. Although these correlations are high relative to those typically observed 

across the social sciences (Richard et al., 2003), they may be lower than anticipated by providers 

given that skill demonstrations are intended to be direct analogues to the performance issues that 

T/TA is intended to address.  

Overall, these modest relationships limit the potential association between measures of the 

content provided and organizational outcomes. Moreover, within T/TA measures surveyed in 

this memo—and in public and private sector training evaluation more generally—measurement 

efforts tend to focus on the measures that are least likely to predict the desired results of T/TA 

such as the content that is delivered, and how T/TA recipients feel about it.14 

Other Measurement Considerations  

Effective T/TA delivery can be measured with different degrees of rigor and sophistication. The 

information provided by some form of measurement is usually better than no measurement, 

and many existing measures can be adapted to measure other T/TA efforts. Deciding on whether 

to adopt more customized or sophisticated measures of T/TA delivery requires considering the 

potential costs, benefits and available resources to develop, collect and analyze these data. 

Evaluators must also make several additional decisions about how outcomes should be 

measured.  

A primary consideration is the cost and availability of information. Web statistics and 

administrative data are relatively cost-efficient sources that may or may not be available and may 

or may not provide direct answers to the questions in which evaluators are interested. Data 

collection methods such as focus groups, observation, surveys, or tests can be more expensive, 

but also offer more flexibility in measurement.  

Some methods may be more naturally suited for measuring specific stages than others. For 

example, trainees’ responses and learning are easily measured through new data collection, while 

results may be easiest to detect in organizational performance data. However, each of these 

stages can be measured by a variety of different methods. For example, responses can be 

measured through surveys or by content-coding existing content of discussion boards or reports. 

Results such as skill transfer can be measured from administrative records of changes in service 

delivery or by interviewing an organization’s leaders.  

                                                                                                                                                                                                                                                                                                             

13
 Effect size measures are drawn from meta-analyses conducted by Alliger, Tannenbaum, Bennett, Traver, & 

Shotland (1997) and Colquitt et al. (2000). 
14

 For other surveys of T/TA measures see Antle et al. (2008), ASTD (2003). 
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T/TA providers can collect measures at different times. Where possible, collecting baseline 

measures of outcomes can provide a clearer indication of how learners and organizations have 

changed because of T/TA. Post-T/TA measures of different stages may be best collected in 

different periods following the delivery of T/TA. Responses and learning information collected 

immediately after (or even during) T/TA can help T/TA providers adjust in response to audience 

needs. Long-term learning (retention) of information is often lower, but retention rates are a 

better predictor of skill transfer. Conversely, some changes in results—particularly skill transfer 

and organizational outcomes—may increase over time as staff gain opportunities to practice and 

apply the skills they learn, or change other elements of workplace culture, practice, or policy to 

support their training.  

Measures will differ in their ability to capture the construct that they are intended to 

represent. Measurement error will place limits on the sensitivity of measurement instruments to 

detect change.15 High quality measures are designed to minimize measurement error, and ideally 

they test and correct for error rates. For example, survey instruments should be pilot tested for 

respondent comprehension and evaluated for their reliability before use.16 Evaluators should 

verify, rather than assume, the quality of administrative data because records collected for 

reasons other than impact analysis may have quality issues that may escape the notice of 

evaluators.17 

Finally, it might be important to compare outcomes across different T/TA programs. 

Comparing outcomes is difficult if different programs use different measures. The benefits of 

using a common set of measures must be weighed against the potential loss of flexibility to 

measure program-specific outcomes. The Early Childhood T/TA System has developed a 

common item bank consisting of measures of mandatory and optional topics that is used to 

assess all T/TA efforts.  

Examples of T/TA Measurement 

Table 1 highlights different kinds of outcome measures that evaluators have used to assess T/TA 

delivery and effectiveness across the stages discussed earlier. For each outcome, we provide 

citations that are representative of that approach. Results are based on articles discovered through 

searches of Google Scholar and the websites of federal agencies, states, foundations, and public 

policy organizations, as well as interviews with four stakeholders.18 

                                                                                                                                                                                                                                                                                                             

15
 For a discussion of the relationship between measure quality and measure sensitivity, see Aguinis (1995). 

16
 For an overview of instrument testing, see Collins (2003). 

17
 For an example from Medicaid, see Peabody, Luck, Jain, Bertenthal, & Glassman (2004). 

18
 The stakeholders were from the Administration for Children and Families (ACF) and the National Opinion 

Research Center (NORC). 
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Table 1. Methods of Measuring Training and Technical Assistance 

Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Measuring Content and Delivery of T/TA 

Purpose of T/TA 
activity 

T/TA documents Qualitative description of training 
materials and their objectives 

 The National Early Childhood Technical Assistance Center (Kahn et al., 
2009) 

Content of T/TA 
activity 

T/TA records Cross-tabulation of time spent 
delivering T/TA by topic 

 Children’s Bureau Training and Technical Assistance (Sun, Griffith, 
Randhawa, & DeSantis, 2017)   

Quality of T/TA 
materials 

Focus group of trainees Qualitative summary of trainee 
experience 

 Scaling Up a Place-Based Employment Program (Tessler et al., 2017)   

Time spent 
delivering T/TA 
activity 

T/TA records Count of time spent delivering 
T/TA 

 The National Early Childhood Technical Assistance Center (Kahn et al., 
2009) 

 Children’s Bureau Training and Technical Assistance (Sanclimenti & 
Caceda-Castro, 2017) 

 Community-based prevention programs (Hunter et al., 2009)  

Time to fulfill T/TA 
request 

T/TA records Processing time between request 
submission and work plan 
approval 

 Children’s Bureau Training and Technical Assistance (Sun et al., 2017) 

Mechanism through 
which T/TA was 
delivered 

T/TA records Cross-tabulation of time spent 
delivering T/TA by method 
(coaching, training, etc.) 

 Children’s Bureau Training and Technical Assistance (Sun et al., 2017) 

Mechanism through 
which T/TA was 
delivered 

T/TA provider notes Cross-tabulation of time spent 
delivering T/TA by mode (in 
person or by telephone or email) 

 Children’s Bureau Training and Technical Assistance (Sun et al., 2017) 

 Community-based prevention programs (Hunter et al., 2009) 

Fidelity of training 
delivery 

Survey of T/TA providers Checklist of content to be taught 
in each session 

 Community Youth Development Study (Fagan, Hanson, Hawkins, & 
Arthur, 2008) 

Fidelity of training 
delivery 

Observational coding Observer assessment of T/TA 
fidelity 

 Community Youth Development Study (Fagan et al., 2008) 

Coordination 
between 
organizations 

providing T/TA  

Survey of site 
administrators 

Social network analysis of 
reported contacts with other 
agencies 

 Children’s Bureau Training and Technical Assistance (James Bell 
Associates & ICF International, 2015) 

Coordination between 
organizations providing 
T/TA 

Administrative records of 
staff interactions 

Social network analysis of 
interactions between staff 

members 

 Feasibility study of Educational Process Mining (Cairns et al., 2014) 
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Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Referral of T/TA 
recipients to other 
providers  

Program data Social network analysis of 
handoffs of T/TA recipients 
between providers 

 Flow of trainees between training providers (Cairns et al., 2014) 

Measuring Use of T/TA 

Number of 
organizations or 
groups that 

received T/TA 

T/TA records Count of sites that received T/TA  Maternal and Child Health Services (Texas Department of State Health 
Services, 2016)  

Number of 
individual T/TA 

recipients  

T/TA records Count of trainees that received 
T/TA 

 Children’s Bureau Training and Technical Assistance (Sun et al., 2017)  

 The National Early Childhood Technical Assistance Center (Kahn et al., 
2009) 

 Community-based prevention programs (Hunter et al., 2009)  

 Promoting Science-Based Approaches to Teen Pregnancy Prevention 
(PSBA) Project (Ray, Wilson, Wandersman, Meyers, & Katz, 2012)  

Use of online 
resources  

Analysis of website user 
traffic  

Count of number of times 
resources were accessed 

 Private sector child care training provider (Ackerman, 2017) 

Flow of T/TA 
recipients between 
T/TA offerings or 
efforts 

Analysis of website user 
traffic, administrative data 

Network analysis of course 
enrollment patterns 

 Sequence of course enrollments by trainees (Cairns et al., 2014) 

Frequency of TA 
requests 

T/TA records  Count of trainee requests  Community-university teen substance use prevention partnership 
(Spoth, Claire, Greenberg, Redmont, & Shin, 2007). 

Demographics of 
T/TA users 

Administrative data Tabulation of demographic 
characteristics 

 Children’s Bureau Training and Technical Assistance (Sanclimenti & 
Caceda-Castro, 2017) 

Measuring Responses to T/TA 

Responses to T/TA Activities—Perceived Enjoyment 

Satisfaction with 
T/TA provider 

Survey of organizational 
leaders 

Single-item measures of training 
and T/TA provider satisfaction 

 Children’s Bureau Training and Technical Assistance (Barbee, 
DeWolfe, & DeSantis, 2017) 

Satisfaction with 
T/TA provider 

Survey of staff T/TA 
recipients 

Single-item measures of training 
and T/TA provider satisfaction  

 Healthy Relationship and Marriage Education Training (HRMET) Project 
(Futris, Schramm, Lee, Thurston, & Barton, 2014) 

Satisfaction with 
T/TA provider 

Survey of staff T/TA 
recipients 

Mean reported on an adapted 
consumer satisfaction measure 

 Community-based prevention programs (Hunter et al., 2009)  

Satisfaction with 
T/TA provider 

Survey of staff T/TA 
recipients 

Mean reported on course 
evaluation form 

 A community-based substance abuse coalition (Chinman, Hunter, & 
Ebener, 2012) 
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Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Satisfaction with 
T/TA provider 

Survey of staff T/TA 
recipients 

Mean reported on Kirkpatrick 
Level One Training Evaluation 
Scale (a widely used measure of 
satisfaction) 

 Kentucky Child and Family Services (Antle, Barbee, & van Zyl, 2008; 
Johnson, Antle, & Barbee, 2009)  

 Texas Department of Family and Protective Services (Dettlaff & Rycraft, 
2009) 

Responses to T/TA activities—Perceived Utility 

Quality of T/TA 
provider 

Survey of organizational 
leaders  

Single-item measures of trainer 
effectiveness, knowledge of local 
systems, and subject matter 
expertise 

 Children’s Bureau Training and Technical Assistance (Barbee et al., 
2017) 

 Supporting change in child welfare: An evaluation of training and 
technical assistance (Children’s Bureau, 2015) 

Quality of T/TA 
provider 

Survey of T/TA recipients One question measuring T/TA 
provider satisfaction 

 Children’s Bureau Training and Technical Assistance (Barbee et al., 
2017) 

 Supporting change in child welfare: An evaluation of training and 
technical assistance (Children’s Bureau, 2015) 

Usefulness of 
training  

Survey of organization 
leaders 

One question measuring 
usefulness of training  

 Children’s Bureau Training and Technical Assistance (Barbee et al., 
2017) 

Usefulness of 
training  

Survey of T/TA recipients Perceived appropriateness and 
overlap between T/TA materials 
and job 

 HRMET Project (Futris et al., 2014) 

Usefulness of 
training  

Survey of T/TA recipients 

Mean score on the Kirkpatrick 
Level One Training Utility Scale (a 
widely used measure of 
usefulness) 

 Kentucky Child and Family Services (Antle et al., 2008; Johnson et al., 
2009) 

 Texas Department of Family and Protective Services (Dettlaff & Rycraft, 
2009) 

 North Carolina Center for Public Health Quality (Cornett et al., 2012) 

Facilitating factors 
and barriers to 
using T/TA 

Semi-structured interviews 
with T/TA recipients 

Qualitative analysis of topics that 
surfaced in the interview 

 Two community-based substance abuse coalitions (Chinman et al., 
2008) 

Anticipated 
difficulty in 
implementing 
lessons learned 
from T/TA 

Survey of T/TA recipients Mean score on a multi-item scale  Community-based prevention programs (Hunter et al., 2009)  

Responses to T/TA activities—Perceived Difficulty 

Perceived difficulty 
of T/TA content 

Survey of T/TA recipients Mean score on a multi-item scale 
that measured preparing for, 
participating in, and completing 

assignments related to T/TA 

 Community-based prevention programs (Hunter et al., 2009)  
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Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Measuring Learning from T/TA 

Learning Outcomes—Declarative Knowledge after T/TA 

Knowledge test Immediate post-test of 
T/TA recipients 

Mean score on a multiple-choice 
test 

 Healthy Marriage Initiative (Antle, Frey, Sar, Barbee, & van Zyl, 2010)  

 Kentucky Child and Family Services (Antle et al., 2008; Johnson et al., 
2009) 

 Texas Department of Family and Protective Services (Dettlaff & Rycraft, 
2009) 

 Local Safeguarding Children Boards—United Kingdom (Szilassy, 
Carpenter, Patsios, & Hackett, 2013) 

Knowledge test 
Delayed test of T/TA 
recipients (one month 
post-TA) 

Mean score on a multiple-choice 
test 

 Kentucky Child and Family Services (Antle et al., 2008; Johnson et al., 
2009). 

Attitudes Survey of T/TA recipients Change in mean attitudinal score 
(e.g., racial attitudes after 
sensitivity training) 

 Kentucky Child and Family Services (Johnson et al., 2009) 

 University-based training of child welfare workers (Jones, Packard, & 
Nahrstedt, 2002). 

 Local Safeguarding Children Boards—United Kingdom (Szilassy et al., 
2013) 

Learning Outcomes—Application of Knowledge 

Application of 
knowledge 

Survey of T/TA recipients Reported competency in training 
relevant domains 

 Healthy Marriage Initiative (Antle et al., 2010)  

Application of knowledge Survey of T/TA recipients Reported competency in training relevant domains  PSBA Project (Ray et al., 2012) 

Application of knowledge Survey of T/TA recipients Reported competency in training relevant domains  University-based training of child welfare workers (Jones et al., 2002) 

Application of knowledge Survey of T/TA recipients Self-reported comfort and ability in 
applying skills 

 HRMET Project (Futris et al., 2014; Futris, Schramm, Richardson, & 
Lee, 2015) 

Response to a 
vignette 

Immediate post-test of 
T/TA recipients 

Mean scores on measures of 
different outcomes (e.g. case 
assessment, intervention, and 
case worker attitudes)  

 Michigan Family Independence Agency (Saunders & Anderson, 2000) 
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Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Measuring Results of T/TA 

Skill Transfer Outcomes—Application of T/TA in the Workplace 

Frequency of skill 
use at work 

Survey of T/TA recipients Frequency with which trainees 
reported using skills 

 HRMET Project (Futris et al., 2014) 

Described 
application of skills 

in the workplace 

Survey of T/TA recipients Content analysis of descriptions of 
how skills were applied 

 HRMET Project (Futris et al., 2014) 

Described application 
of skills in the 
workplace 

Semi-structured interviews 
of T/TA recipients 

Qualitative analysis of topics 
surfaced in the interview 

 A community-based substance abuse coalition (Chinman et al., 2012)  

 Texas Department of Family and Protective Services (Dettlaff & Rycraft, 
2009) 

Achievement of 
project aims at end 
of T/TA  

Survey of T/TA recipients Description of reported 
improvements in processes and 
outcomes (each T/TA recipient 
specified a unique goal) 

 North Carolina Center for Public Health Quality (Cornett et al., 2012)  

Peer performance 
rating 

Survey of T/TA recipient 
supervisees 

Means reported on two subscales 
of the Supervisory Behavior 
Description Questionnaire (a 
widely used measure of 
performance assessment) 

 Kentucky Child and Family Services (Antle et al., 2008) 

Third-part 
performance rating 

Observational coding of 
trainee performance 

Percentage correspondence 
between planned and actual 

performance 

 Youth Development Program—Hong Kong (Law & Shek, 2011) 

Third-part 
performance rating 

Observational coding of 
trainee performance 

Observer ratings of quality of 
training implementation 

 PSBA Project (Ray et al., 2012) 

Third-part 
performance rating 

Observational coding of 
trainee performance 

Observer ratings of whether 
trainee objectives were achieved 

 Middle school drug prevention program (Bishop et al., 2014)  

Organizational Change Outcomes 

Changes in staff 
performance 

Survey of organization 
leaders 

Perceived change in staff capacity  Children’s Bureau Training and Technical Assistance (Sun et al., 2017) 

Changes in staff 
performance 

Survey of T/TA recipients Frequency of sharing T/TA 
materials with peers 

 North Carolina Center for Public Health Quality (Cornett et al., 2012) 

Improvement in 
organizational 

capacity 

Survey of T/TA recipients Self-reported degree to which 
T/TA aided the organization and 
the changes made as a result of 
T/TA 

 California Department of Social Services (2013) 
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Construct or topic 

Example Data collection 

method or source 

Example Outcome 

measurement or analysis Example project or agency 

Improvement in 
organizational 
capacity 

Evaluation by independent 
evaluators 

Ratings of progress on key 
implementation drivers (e.g., 
leadership, cultural 
responsiveness, and stakeholder 

engagement)  

 Children’s Bureau Training and Technical Assistance (Armstrong et al., 
2014; Sanclimenti & Caceda-Castro, 2017) 

Improvement in 
organizational 

capacity 

Focus group of local 
stakeholders 

Qualitative analysis of how T/TA 
contributed to capacity 

 Children’s Bureau Training and Technical Assistance (Sanclimenti & 
Caceda-Castro, 2017) 

Improvements in 
measured outcomes 

Administrative data Caseload size, expenditures  Child welfare (Jones & Biesecker, 1980) 

Improvements in 
measured 
outcomes 

Administrative data 
Client outcomes (e.g., 
maltreatment reports, face-to-face 
visits with parents) 

 Texas Department of Family and Protective Services (Dettlaff & Rycraft, 
2009) 

Return on Investment (ROI) Outcomes 

ROI Administrative data Cost of T/TA relative to the benefit 
of reduced service use costs for 
clients 

 Community-based behavioral health providers (Chung et al., 2018) 

ROI Administrative data 
Cost of providing T/TA relative to 
the benefit of reduced worker 
turnover 

 California Department of Children and Family Services (Nguyen, 2012)  
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